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MIKE 21 BW - Boussinesq Wave 
Module 

MIKE 21 BW is the state-of-the-art numerical 
modelling tool for studies and analysis of wave 
disturbance in ports, harbours and coastal areas. 
The combination of an advanced GUI and 
efficient computational engines has made it an 
irreplaceable tool for professional coastal and 
harbour engineers around the world. 

MIKE 21 BW has been used successfully for the 
analysis of operational and design conditions 
within ports and harbours. By the inclusion of surf 
and swash zone dynamics, the application range is 
extended further into the coastal engineering.  

 
MIKE 21 BW is a state-of-the-art numerical tool for studies 
and analysis of short and long period wave disturbance in 
ports and harbours 

MIKE 21 BW is capable of reproducing the 
combined effects of all important wave 
phenomena of interest in port, harbour and coastal 
engineering. These include:  

x shoaling  
x refraction 
x diffraction 
x wave breaking 
x bottom dissipation 
x moving shoreline 
x partial reflection  
x wave transmission 
x non-linear wave-wave interactions 
x frequency spreading 
x directional spreading 

 

 

MIKE 21 BW includes the two models: 

x 2DH Boussinesq wave model 
x 1DH Boussinesq wave model 

The 2DH model covers two horizontal space-co-
ordinates) and the 1DH model one horizontal 
space-co-ordinate (coastal profiles). 

MIKE 21 BW is based on the numerical solution 
of the time domain formulations of Boussinesq 
type equations, Madsen et al (1991, 1992, 
1997a,b), Sørensen and Sørensen (2001) and 
Sørensen et al (2004). 

Both models solve the Boussinesq type equations 
using a flux-formulation with improved frequency 
dispersion characteristics. The enhanced 
Boussinesq type equations make the models 
suitable for simulation of propagation of non-
linear directional waves from deep to shallow 
water.  

 

 
MIKE 21 BW includes two models. The 2DH model (upper 
panel) is traditionally applied for calculation of wave 
disturbance in ports, harbours and coastal areas. The 1DH 
model (lower panel) is selected for calculation of wave 
transformation from offshore to the beach for the study of 
surf zone and swash zone dynamics  
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Hirtshals Harbour: Breakwater Venice Flood Gates: Sea Level Rise

Scheveningen Pier: Local Scour
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Motivation for Wave Modeling

�3Offshore Structures: Wave Force, Green Water

Offshore Wind Energy: Wave Force, Local Scour

Offshore Structures: Floating, Mooring, Ice

Ocean Wave Energy: Wave Climate, Wave Forces



Motivation for Wave Modeling

�4E39: Floating Bridges

Coastal Transportation InfrastructureAquacultures: Floating, Mooring, Forces, Health
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2.  FLOATING BRIDGE 
 
2.1       Recommended priorities  
 
The following alternatives will be developed further. 
 
Crossing the Sognefjord 
 
Because of the great depth of the fjord, more than 1250 metres at the proposed place of 
crossing, it has been decided not to have any fixed foundations on the fjord bottom. 
 
The width of the fjord, 3700 metres, calls for special measures to ensure sufficient horizontal 
strength and stiffness of all structures withstanding movements and forces from currents, 
waves and wind. 
 
The two most promising alternatives for crossing at Lavik‐Oppedal are briefly described in the 
following: 
 
Floating bridge with high bridge mid‐fjord for ships passage. 
 

 
 
Fig.1   The “bucket handle alternative” 
 
This is a bridge with columns on pontoons, where the bridge is curved horizontally with 
descending height towards the shorelines. This structure, which is sometimes referred to as 
the “bucket handle alternative”, provides the necessary clearance for future cruise ships. 
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E39: Floating Tunnels



Waves on different scales

Spectral Wave Model 
- Large Scale  
- Phase-averaged 
- e.g. SWAN

Large Scale Phase Resolved 
- Large Scale  
- Phase-resolving 
- adapted for Norwegian 

Condition 
- REEF3D::SFLOW 
- REEF3D::FNPF 
- REEF3D::NSEWAVE

Numerical Wave Tank 
- Near-field  
- Flow resolving 
- REEF3D::CFD 



REEF3D : Open-Source Hydrodynamics
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Model Dimensions Turbulence Br. Waves

REEF3D : CFD 3D yes yes

REEF3D : NSEWAVE 3D yes no

REEF3D : FNPF 3D no no

REEF3D : SFLOW 2D yes no
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REEF3D::CFD

- Solves: 
- Full 3D Navier-Stokes Equations  
- Free Surface: Two-Phase Flow - Water & Air 
- Turbulence 

- Focus on: 
- Free Surface Flows 
- Wave Hydrodynamics 
- Wave Structure Interaction 
- Floating Structures 
- Open Channel Flow 
- Sediment Transport 

- The Code: 
- C++ (modular & extensible) 
- Parallel Computing / HPC 
- Open-Source 
- Developed at the Department of Civil and 

Environmental Engineering, NTNU Trondheim 



Surf Zone Hydrodynamics (Boers Case)
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The model is tested using the same physical dimensions as in
Madsen et al. (1997). A sinusoidal wave with height of 0.006 m and
period of 10 s is propagating over a beach with slope 1:25. The
maximum still water depth is 0.5 m. In the numerical experiment, a

grid spacing of Δx=0.04 m and a time step of Δt=0.05 s is employed.
This time step has been chosen so that the water depth is non-
negative everywhere. Furthermore, θ=1 is chosen. The computational
flume has a length of 2 incident wavelengths. Only one layer is

Fig. 7. Computed envelope of depth-averaged velocity compared to the analytical solution for the periodic wave run-up on a planar beach. Present method (solid line), theory
(dashed line).

Fig. 8. Computed horizontal shoreline movement compared to the analytical solution for the periodic wave run-up on a planar beach. Present method (solid line), theory
(dashed line).

Fig. 9. A snapshot of the free surface and bathymetry of the laboratory flume experiment of Boers (1996).

786 M. Zijlema, G.S. Stelling / Coastal Engineering 55 (2008) 780–790

Irregular Waves 
H = 0.1 m 
T = 3.3 s

[ongoing MSc-thesis at NTNU]
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3D Breaking Waves on Reef
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1.22 m

(6,0,0) (15,0,0)

(15,1.22,0)(6,1.22,0)

(9,0.6,0.410) (12,0.6,0.410)

(12,1.22,0.410)(9,1.22,0.410)

P1

P2

P3

P4 P7

P8 P11

P9 P12P6

P10 P13 P16

all dimensions in m

Collaboration with Prof. Seiffert, 
Florida Atlantic 

Experiments design based on 
CFD input 



Reef Case 12
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H 0.07m,  L 3 m,  d=0.530



Reef Case 13

�12

H 0.10,  L 4m,  d=0.460



Reef Case 13 -  Close-Up
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Offshore Hydrodynamics / SINTEF Collaboration



REEF3D::CFD Multiphysics Extensions
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Sediment Transport 
Local Scour  
Arctic Erosion

Vegetation

Debris Flow 
Granular Flow Stratified Flow

Floating Structures 
6DOF 
Mooring
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(a) Full-sized NWT, L= 28 m
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(b) Reduced-length NWT, L= 4.4 m
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(c) Zoom in view of the scour for L= 28 m
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(d) Zoom in view of the scour for L = 4.4 m

Numerical
Experiment
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D
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(e) Temporal variation of the scour, L =28 m

Numerical
Experiment
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(f) Temporal variation of the scour, L =4.4 m

FIG. 3. Comparison between the scour depth and the temporal variation of the scouring
process in a full-sized NWT of L = 28 m and a reduced-length NWT of L = 4.4 m. The
black solid line shows the numerical result and the black dashed line is the experimental
data (Sumer and Fredsøe, 1992).
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(a) 0 s (b) 0.4 s

(c) 1.0 s (d) 2.0 s

FIGURE 3. Free surface evolution for 3D Dam break

• b : crest width of breakwater
• hc : crest height
• h : water depth in front of the structure
• m : front slope of the breakwater
• n : permeability
• D50 : nominal diameter of the outer layer
• F : area of breakwater
• Hi : incident wave height
• Tp : wave period
• L : wave length at local depth
• xp : Irribaren number
• Sop : wave steepness

FIGURE 4.

The wave transmission behind a submerged breakwater can be
considered as a special case of low crested structure, with the
crest level below the water level. Some of the semi-empirical
expressions found in literature for the wave transmission over
submerged breakwater are discussed here.

Arhens (1987) [20] investigated the wave transmission for low
crested breakwaters at the US Army coastal engineering research
centre.He proposed the following Formulae (14) for low crested
breakwater, which is valid for a relative freeboard, d/Hi < 1.

Kt =
1⇢

1+
�
1� d

h
�1.188 � F

h.L
�0.261

.exp
�

0.529
⇣
� d

Hi

⌘
+0.00551

✓
F

3
2

D2
50.L

◆⌫�
(14)

Seabrook and Hall (1998) [21] performed 2-D and 3-D tests
with irregular waves for various water depths, freeboard, crest
widths and incident wave conditions to study about the transmis-
sion coefficient of submerged rubble mound breakwater. They
identified that the important parameter influencing the trans-
mission coefficient is the relative submergence (d/Hi) and crest
width. Other important thing observed during their study is that
the Formulae proposed by Arhens (1987) [20] and van der Meer
(1991) [22] are not suitable for calculating transmission coeffi-
cients for submerged breakwaters with wider crests. They pro-
posed the following Formulae (15) which includes a term for the
crest width.

Kt = 1�


exp
✓
(�0.65)

d
Hi

◆
�1.09

✓
Hi

b

◆
+0.047

✓
b.d

L.D50

◆
�0.067

✓
d.Hi

b.D50

◆�
(15)

Eq. 15 is valid with the ranges of 0 6 (b.d)
L.D50

6 7.08 and 0 6
(d.Hi)
b.D50

6 2.14

Another semi-emperical relationship based on statistical anal-
ysis method was done by Siladharma and Hall (2003) [23] based
on 3-D experimental study on wave transmission over submerged
breakwaters.

Kt =�0.869exp
✓
� d

Hi

◆
+1.049exp

✓
�0.003

b
Hi

◆
�0.026

Hi

b
.

d
D50

�0.005
b2

L.D50
(16)

The effect due to diffraction was removed from Eq. 16 in or-
der to compare it with other formulae derived from 2-D studies.
From Eq. 16, it can be seen that d/Hi is the important parameter
for wave transmission coefficient. Other parameters influencing
the transmission coefficient are the relative crest width parame-
ter (b/Hi), surface friction parameter (d/D50) and an internal flow
parameter (b2/L.D50).

Freibel and Harris (2003) developed a ”best fit” empirical
model from test data provided by Van der Meer (1998) [24],
Daemen (1991) [25], Seelig (1980) [26], Daemrich and Kahle
(1985) [27] and Seabrook (1997) [21]. This study also confirmed
that the transmission coefficient is highly dependent on the rela-
tive submergence parameter (d/Hi).

Kt =�0.4969exp
✓

d
Hi

◆
�0.0292

b
h
�0.4257

✓
1� d

h

◆
�0.0696.log

✓
b
L

◆
+0.1359

✓
d
b

◆
+1.0905(17)
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Porous Structures

    
T = 0.0 s     T = 0.2 s   

     
 

T = 0.1 s      T = 0.3 s 
 

Figure 4. Simulation of quickness test, velocity contours during deformation from time T = 0.0-0.3 s. 
 
 

 
Figure 5. Simulated free surface elevation for the Herschel-Bulkley fluid at cross section Y = 0.2 m.  
 
 
Conclusion 
 
The implementation of the non-Newtonian Herchel-Bulkey rheology in the REEF3D open source CFD 
code has been validated for laboratory experiments on remoulded sensitive clay. This material can be 
described as a single-phase viscoplastic fluid for low remoulded shear strengths. Using best estimate 
rheological properties in the numerical simulation of a sample test, the radial run-out length match quite 
well the overall results from laboratory.   
 
With the current implementation, the yield stress is modeled as a very high viscosity for low shear rates. 

3.3 In2uence of the slip

We will now study the in2uence of the slip. As explained in the chapter before (Mehamn’s project), the

slip condition may sometimes have an important impact on the simulation.

Taking into account the slip conditions (B 20 1; ctrl.txt REEF3D), from a plan view (Fig. 23), the

diAerence can also be noticed. We observe that the 2ow spread uniformly from the time step t=2s to

t=4s. Besides, the mushroom shape is not as before: there is no symmetry. The numerical model does

not match with the experiments.  

18

Figure 23. Experimental data (dots) and numerical wavefront at the bottom of the tank (roughness ε=0mm)
at t=2, 4, 6, 8s; mesh grid dx=0.01m; With turbulence and slip conditions

Tanguy Paquereau--Gaboreau

Figure 22. Side view of the tank at t=2s, 4s, 6s and 8s ; dx=0.0025m; With turbulence ; LES



Multiphysics: 6DOF Algorithm
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with ~M~x the moments in the system of the body and ~J�1
1 the ro-

tation matrix of [28]. The translational motion of the rigid body
is described by

0

@
ẍ1
ẍ2
ẍ3

1

A=
1
m
·

0

@
Fx1,~x
Fx2,~x
Fx3,~x

1

A , (3)

where F~x are the acting forces in the inertial system. The po-
sition of the body can be calculated analytically by integrating
(3) twice. The rotatory motions are calculated from the Euler
equations in the non-inertial system [28]

Ixẍ1 + ẋ2ẋ3 · (Iz � Iy) = M1,~x ,

Iyẍ2 + ẋ1ẋ3 · (Ix � Iz) = M2,~x ,

Izẍ3 + ẋ1ẋ2 · (Iy � Ix) = M3,~x , (4)

which is solved explicitly using the second-order accurate
Adams-Bashforth scheme. The Euler angles in the body sys-
tem cannot be calculated from the body angular velocities due
to missing physical interpretation. Instead, the angular velocities
are transformed back using another rotation matrix (see [28] for
details). Afterwards, the necessary Euler angles are calculated in
the inertial frame.

In the presented calculations, the fluid-structure coupling is
arranged in a weak form without sub-iterations. Hence, acting
forces are calculated from the fluid using a level set function rep-
resenting the body first. Afterwards, the body position is deter-
mined from (3) and (4). Finally, the fluid properties are updated
to the new time level using the ghost cell immersed boundary
method [12] for incorporating the boundary conditions of the
solid. For both, the velocities and the pressure, these conditions
are calculated from the motion of the body with respect to its
centre of gravity [17]. This method shows good numerical sta-
bility throughout the range of application. However, pressure
oscillations can occur in the vicinity of the solid body because of
solid cells turning into fluid cells. The fresh fluid cells lack phys-
ical information about velocities from previous time steps. It is
solved by implementing the field extension method of [13, 29]
adapted to the ghost cell immersed boundary method.

MOORING MODEL
Each cable has a length l with the diameter d and is fixed at two
points P(0) and P(N). Its discretization is represented by N � 1
massless bars with length a and N mass points (knots) P, where
all acting forces are concentrated. These are the gravity force ~FG
and a hydrodynamic force ~FH arising from the relative motion
between the structure and surrounding fluid, which is however

x

z

y

P(0)
P(1)

P(N)

~f (1)
~f (2)

~f (N)

FIGURE 1: DISCRETE CABLE: MASS POINTS (BLACK
POINTS), BARS (VECTORS).

neglected here. Further, no moments occur at the knots since a
flexible system is assumed. The inner tension forces with mag-
nitude FT act at P in the direction of the adjacent bars, denoted
by the unit vectors ~f . The elasticity of the material is respected
by representing a as a functional of tension forces. In this paper,
the linear dependency of Hook’s law is taken into account. An
exemplary discretization is shown in figure 1.

The mass of the bars are distributed uniformly on the bor-
dered knots which results in an approximated gravity force ~FG

(n)

at any knot Pn

~FG
(n)

= q~g ·
 

a(n) +a(n+1)

2

!
, n = 1, ...,N �1, (5)

with q the specific material weight per length in the fluid and ~g
an unit vector pointing in negative z�direction.

Following the tension element method (TEM) in [5], a so-
lution for the steady-state shape of the cable and the distribution
of tension forces in the bars can be found. Both properties re-
late to the unknown direction of the bar unit vectors. Since the
cable is fixed, the sought properties are the directions of inner
bar unit vectors ~f (n), the magnitude of the tension forces in these
directions F(n)

T and the length of the bars a(n). Hence, an itera-
tive method has to be considered for solving this problem. The
system of equations is filled using force equilibria for knots and
a geometrical constraint. Assuming time independence and neg-
ligence of interactions between different bars and knots, a static
equation of force equilibrium yields for each inner knot of the
net P(n)

~f (n+1)F(n+1)
T �~f (n)F(n)

T =�~F(n)
G . (6)

The number of bars exceeds the number of inner knots. Thus,
the system is undetermined and has to be closed by adding a ge-
ometrical constraint. It accomplishes the coherence of the cable
during the deformation in a physical way and is determined from
the known distance between the two end points (see also figure

3 Copyright c� 2018 by ASME

Element Based  
Mooring Model

5

A free floating body has six degrees of freedom. The translation consists of the three linear
velocities u, v, and w. The rotation has the three angular velocities p, q, and r [8]. The location
and the orientation of the floating body are given by the position vector and the Euler angles:

⌘ = (⌘1,⌘2) = (xc, yc, zc,�, ✓, ) (14)

The calculation of the six degrees of freedom for the solid body can be simplified with respect to
the moments of inertia by introducing two separate coordinate systems. The fluid flow is calculated
in the inertial coordinate system, and the floating body in the non-inertial coordinate system. Then
the forces X,Y and Z and moments K,M and N acting on the body can be calculated in the inertial
coordinate system. When the origin of the non-inertial coordinate system coincides with the center
of gravity, the moments of inertia can be calculated by considering only the main diagonal of the
moment of inertia tensor:

I =

2

4
Ix 0 0
0 Iy 0
0 0 Iz

3

5 =

2

4
mr

2
x 0 0

0 mr
2
y 0

0 0 mr
2
z

3

5 (15)

The vector r is the distance of each surface element of the floating body to the center of gravity,
which is determined with Eq. 16:

rcg =
1

m

Z

V

r ⇢a dV (16)

The calculated forces and moments from the inertial reference frame can be expressed in the non-
inertial coordinate system with a rotation matrix J�1

1 , consisting of three elemental rotations around
the axis of the coordinate system (s stands for sin and c for cos):

afb =

2

4
c c✓ s c✓ �s✓

�s c�+ s� s✓ c c c�+ s� s✓ s s� c✓

s✓ s + c� s✓ c �s� c + c� s✓ s c✓ c�

3

5ae = J�1
1 ae (17)

Here afb is a vector in the reference frame of the floating body, and ae a vector in the inertial
coordinate system. With the calculation of the forces, momentum and moments of inertia in place,
the dynamic rigid body equations can be solved [5]:

[m(u̇� vr + wq)] = X

[m(v̇ � wp+ ur)] = Y

[m(ẇ � uq + vp)] = Z

[Ixṗ+ (Iz � Iy)qr] = K

[Iy q̇ + (Ix � Iz)rp] = M

[Iz ṙ + (Iy � Ix)pq] = N

(18)

Here u, v, w, p, q and r are the values for the linear and angular velocities from the previous time
step. Then u̇, v̇, ẇ, ṗ, q̇ and ṙ can be calculated in an explicit manner. Any of the linear and angular
velocities '̇ and any component of the position and orientation vector ' of the floating body can be
calculated with a second-order Adams-Bashforth scheme for the new time step:

'̇
n+1 = '̇

n +
�t

2

�
3'̈n+1 � '̈

n
�

'
n+1 = '

n +
�t

2

�
3'̇n+1 � '̇

n
�

(19)

Copyright c� 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
Prepared using fldauth.cls DOI: 10.1002/fld

Equations of Motion:



Motion of a 2D Moored-Floating Barge
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2D Barge: 
- ρbarge = 500 kg/m3 
- Hbarge = 0.2 m 
- Lbarge = 0.3 m

Waves: 
- λ = 1.936 m 
- Η = 0.04 m 
- Τ = 1.2 s 

FIGURE 3: NUMERICAL SOLUTION OF THE TEM USING
N ELEMENTS IN COMPARISON TO A CATENARY SOLU-
TION.

x

z

20 m1.93 m 3.87 m

7 m

0.4
m

FIGURE 4: SETUP FOR THE 2D BARGE IN A NUMERICAL
WAVE TANK.

the code is shown using three configurations with different cell
sizes. They vary from 0.025m to 0.01m, which corresponds to
25,600 and 160,000 cells.

The results of the free-floating simulation are compared with
the experiment for the period between t/T = 6.36 and t/T = 12.
The wave elevation shown in figure 5a shows a good agreement
with the experimental data, irrespective of the grid resolution. It
confirms the chosen wave theory for modelling the waves and
the capabilities of the solver to transport them accurately. Like-
wise, the predicted heave motion in figure 5b coincides with the
experiments in frequency and amplitude if the grid resolution is
good enough. For the finest mesh, the amplitude is however still
⇡ 10% too small which might be improved by further refine-
ments. Similarly, the surge motion converges to the experiment
as can be seen in figure 5c. For Dx = 0.01m, the calculated drift
shows a good accordance with the experiments. The pitch mo-
tion also needs a certain grid resolution in order to be similar
to the experimental data. The numerical distribution converges
in frequency whereas the amplitude is still oscillating around the
physical solution. The reason could be under-resolved turbulence
in the vicinity of the barge which reduces the viscous damping
non-physically. A further mesh refinement should, therefore, im-
prove the results of the pitch motion.

(a) WAVE ELEVATION AT X = 5.5 m.

(b) HEAVE MOTION.

(c) SURGE MOTION.

(d) PITCH MOTION.

FIGURE 5: NUMERICAL RESULTS OF THE 2D BARGE IN
COMPARISON TO THE EXPERIMENTAL DATA.

3DOF Simulation of a Moored Barge in Waves
The effect of mooring on the motion of the floating barge from
before is shown. For this purpose, two mooring lines are fixed
to the body at z = 0.4m. The cables are 1.9m long and 0.004m
thick. Two configurations with different material weight of q =
0.25kg/m and q = 1.0kg/m are considered. The wave tank and
barge dimensions are taken from the case above (see figure 4).

5 Copyright c� 2018 by ASME
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in the surf zone, there is a small di↵erence between the simulated
and the experimental results. It can be explained by the slower
dissipation of the numerical waves reaching the beach. The lower
curves represent the lower troughs and matching very well with
the experimental data.

4.2 Seawall scour under the wave impacts

The validated model for spilling breaking waves is tested for the
numerical modelling of the erosion process. The model input (wave
characteristics and bed morphology data) are taken from the ex-
perimental observation made by Fowler (1992). The waves are
generated using the JONSWAP energy spectrum and the model is
run until the equilibrium state is reached. On basis of the simu-
lated results, the erosion process at the coastline protected by the
seawall is defined as follows: when the waves approach the shallow
water. The wave height increases and eventually reaches a point
where the wave overturns. The large water impact on the seabed
results in large vertical momentum and turbulence around the im-
pact point. The momentum penetration by the overturned waves
depend on the available water depth. Shallower water leads to the
higher momentum transfer to the seabed. It results in higher bed
shear stresses and in more sediment transport in the region. More-
over, the wave breaking location depends on the reflected waves
from the seawall. It means that for irregular waves, location and
magnitude of the maximum erosion would change with the time.
The equilibrium erosion process under the waves impact is defined
in three stages namely the preliminary, intermediate and the final
erosion stage. Fig. 3(a) shows the preliminary stage (t = 20s) of
the erosion. It is shown that maximum velocity during the wave
front overturn are varying between �0.4m/s to 1.9m/s and the
wave breaking point is around 2.0m away from the seawall. At
this location, water depth (' 0.5m) is deep enough to dissipate
the wave impact which results in no erosion. But the reflecting
waves from the seawall superimposed with the incident waves and
form standing waves. The breaking of the standing waves results
in relative stronger wave impact and little erosion. Fig. 3(c) de-

picts the intermediate stage (t = 120s) of the erosion process. The
breaking bar is further steepening the seabed which is shifting the
breaking point o↵shore. Fig. 3(d) represents the final stage of
the erosion. It is shown that at this stage (t = 170s), erosion
due to the primary impacts (when waves are breaking o↵shore)
and secondary impact (when waves are breaking on the seawall) is
negligible because the flow depth i.e. � 0.30m, is deep enough to
dissipate the wave penetration to the seabed. This is assumed to
be the equilibrium stage. Finally, erosion profile is compared with
the experimental profile [Fowler (1992)] as shown in fig. 3(d). The
simulated maximum erosion at seawall toe and the o↵shore depo-
sition are 0.20m which match well with the experimental profile.
Maximum erosion is taking place in the vicinity of the seawall,
while deposition starts 2.0m away from the sea wall. The small
di↵erence between the experiment and simulated deposition pro-
file is also observed, which signifies the stochastic nature of the
irregular waves generated using the JONSWAP energy spectrum.

4.3 Coastal erosion process close to the seawall/blu↵

This section describes the flow hydrodynamics and the erosion pro-
cess near the seawall. A close proximity of 0.6m from the seawall
is chosen for the analysis. Fig 4(a) shows the wave front about to
impinge on the seawall. At this stage (t = 70.0s), the incoming
wave front has maximum velocity of 1.9m/s and the flow in the
proximity of seawall is rotational which is caused by the impinging
action of the previous waves. The next moment at t = 70.2s, the
wave front overturns and impact before the seawall as shown in
fig. 4(b). This leads to the wave steepening up to the seawall and
eventually the more flow rotation near the seawall toe. It results
in more turbulence which keeps previously deposited sediment in
suspension. At t = 70.4s, the raised wave front is brought down
by gravity as shown in fig. 4(c). The downward acting water mass
acts as a strong jet vertically impacting the seabed. It develops
high bed shear stresses which results in maximum erosion. These
currents are then directed towards o↵shore and transformed into
the reflecting waves. Eventually, the reflected waves are dissipated
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Figure 11. Comparison of free surface profiles for flow passing through porous medium - crushed
rock with water level of 25 cm.

4.2.3. Porous medium with Glass beads376

The experimental setup similar to the crushed rock experiments were employed here as well.377

The water level is kept at 14 cm and the pore Reynolds number corresponds to a Forchheimer flow378

regime. The porous dam is kept at the center of the tank and a uniform grid size of 0.5 cm is applied379

which resulted in a total of 10680 grid cells. The porous dam is made out of spherical glass beads in380

the experiments with a diameter of 3 mm and porosity of 0.34. As a start, the first simulation were381

done using the same calibrated values for crushed rock (a= 650 and b= 2.2). A very poor agreement382

is found between the numerical and experimental data especially for the evolution of free surface383

inside the porous medium. This shows that these empirical coefficients indeed depend on the the384

Reynolds number, the shape of the stones,the grade of the porous material, the permeability and the385

flow characteristics.386

In order to obtain a better agreement the a and b needs to be modified. Since the flow regime387

corresponds to a Forchheimer regime, a strong dependency on the a parameter is expected. A388

simulation is done with the suggested empirical coefficients by van Gent (1995), a= 1000 and b=389

1.1. The results didn’t improve much but agreement is now better than those with a= 650 and b= 2.2,390

mainly for the free surface inside the porous medium. It should be also noted that the the size of glass391

beads are out of the test range of van Gent (1995). A calibration is again performed by completing392

a simulation matrix, where the a coefficients is varied as a = [25, 50, 75, 100, 200, 300, 500, 650] and393

b is kept as 1.1. After the simulation of flow for all the possible combination selected through the394

simulation matrix, a= 100 and b= 1.1 gave the best agreement. Free surface levels shows decent match395

with no significant differences at both sides of porous dam and within the porous obstacle as shown396

in figure 12. Based on the comparison of the numerically simulated free surface and experimentally397

obtained free surface, an important observed feature is that the seepage process is slower in glass398
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REEF3D::SFLOW

- Solves: 
- Shallow-Water Equations (i.e. 2D) 
- Non-hydrostatic pressure 
- wetting-drying 
- parallel computing 
- Physics: 

- diffraction 
- refraction 
- reflection 
- shoaling 
- breaking 
- current 

- Focus on: 
- Phase-Resolved Wave Modeling 
- Wave Hydrodynamics 
- Open Channel Flow 
- Sediment Transport 
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The computed wave force on the cylinder is compared to the experimental result in Fig.(9i) and370

a good agreement is seen. A grid resolution study is carried out with dx = (0.2 m, 0.15 m, 0.1 m)371

and the computed wave force converges to the experimental result at dx = 0.1 m resulting in372

5.28 million cells in the numerical domain. The selected grid resolution is found to be su�cient373

for the computation of the wave force on the cylinder. The computed free surface elevations near374

the wall of the flume (WG 1) and around the cylinder (WG2, WG3 and WG4) are compared to375

the experimental observations in Fig. (9b-9e). The results are scaled with ⌘max,wall, the maximum376

elevation at t/T = 5 in Fig. (9b). A good agreement is seen between the computed and experimental377

results. The presence of the cylinder does not a↵ect the free surface elevation close to the wall,378

which is equal to the incident wave profile. A higher free surface elevation is seen in front of the379

cylinder compared to the back of the cylinder. This leads to a pressure di↵erence around the380

cylinder, resulting in a net inline force on the cylinder. The computed horizontal water particle381

velocities at depths of z = �0.93 m,�1.53 m and �2.73 m from the still water level are compared382

to the experimental data scaled with the wave celerity C in Fig. (9f-9h) and a good agreement is383

seen. The horizontal water particle velocity is seen to reduce with increasing depth from the free384

surface as the influence of the wave on the water particle decreases.385
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Figure 10: Submerged Bar setup with wave gage locations

4.4. Wave Propagation over a Submerged Bar386

A well known benchmark is the submerged bar case by [2]. Here, monochromatic regular waves387

are generated in a rectangular wave flume of size (Lx ⇥ Ly ⇥ Lz = 37.7 m ⇥ 0.8 m ⇥ 0.75 m). A388

trapezoidal submerged bar is placed 6 m downstream of the wave maker, see Fig. (10). Nine wave389

gages are placed along the wave flume. The incident wave height is H = 0.02 m with a wave period390

23

H = 0.022 m 
T = 2.5 s
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The continental shelf near Mehamn Harbour
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Mehamn Continental Shelf Scale - SWAN
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Input wave: 
Hs = 11.4 m  
Tp = 15 s 

Spectrum: 
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Mehamn Large Scale - SFLOW
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Input wave: 
H = 9 m 
T = 15 s 
Regular wave 



Mehamn Large Scale - SFLOW
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Input wave: 
Hs = 4.5 m  
Tp = 15 s 

Spectrum: 
JONSWAP 
Mitsuyasu

-90° -45° 0° 45° 90°

 (°)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

S(
)

0 0.5 1 1.5 2
f (Hz)

0

2

4

6

8

10

S(
f) 

(m
2 /H

z)



Mehamn Large Scale - SFLOW
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Input wave: 
Hs = 4.5 m  
Tp = 15 s 
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Mehamn Harbour scale - SFLOW
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Input wave: 
H = 3.5 m 
T = 9.5 s 
Regular wave



Mehamn Harbour scale - SFLOW
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River and Environmental Engineering Flows 3D

�32REEF3D::SFLOW (preliminary)

Arno, Firenze: 
- high hydraulic risk during floods 
- several (old) bridges 
- weirs  
- narrow river corridor 
- numerical investigation: 

- CFD: Bridges&Weirs 
- SFLOW: River Hydraulics

[ongoing MSc-thesis at NTNU]
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- REEF3D Open-Source Hydrodynamics :  
- > Phase-resolved Waves on all Scales 

- Coastal / Marine / Hydraulic Engineering 

- Multiphysics Extensions 
- Floating 
- Sediment  
- Coastal Structures 
- Vegetation 
- Stratified Flow 
- Debris Flow


